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Abstract acoustic signals will require understanding of the effects

of the urban infrastructure on sound propagation. These

Future US Army ground sensors in urban terrain will include multi-path scattering from multiple reflections
process acoustic signals to detect, classify, and locate that cause energy from a source to arrive at a sensor

processi location from many directions, with phase interference
sources of interest. Optimal processing will require ta a eeeylmtapiueadchrneo

understanding of the effects of the urban infrastructure on

sound propagation. These include multi-path phenomena arriving energy. These effects will complicate sensing,

that will complicate sensing, and must be accounted for in and must be accounted for in sensor placement and

sensor placement and performance algorithms. The performance algorithms.

objective of this work is to develop spatial processing Our objective is to develop spatial processing

techniques for acoustic wave propagation data from techniques for acoustic wave propagation data from three-

three-dimensional high-performance computations to dimensional high-performance computations to (1)
quantify scattering due to urban structures and develop quantify scattering due to urban structures and (2) develop

reduced-order models of wave-field data. The work reduced-order models to produce wave-field data. The

applies Fourier analysis to urban acoustic wave-field techniques will ultimately support development of

data to generate measures of signal fading caused by decision support tools for sensor placement and

scattering. The work calculates these measures from performance and reduced-order high fidelity models that

ratios of Fourier transforms of wave-field signals with account for effects of urban structures on propagation.

and without scattering to isolate the structure-induced The approach we employ to quantify scattering
scattering. In addition, we calculate impulse response derives from recent work by Wilson, et al.1'2 , who

functions of acoustic wave-field data, and use these concluded that statistical relationships of signal fadingandncoherence withsdistanceinfurbanaenvironments cansb
functions as the input to a system realization algorithm to and coherence with distance in urban environments can be

produce reduced-order wave-field models. The results parameterized like corresponding functions for wind-

include signal fading as functions of distance and turbulence-induced scattering. The practical significance

frequency for an urban acoustic model that includes is that the existing US Army decision-support tool

structures like those in a small-city periphery. The results SPEBE [31, which accounts for the effect of turbulence on

also include predicted acoustic wave-field signals from sound propagation by scattering functions, can be updated

reduced-order models in comparison with full-model for use in urban environments with statistical scattering

signals. We conclude that the spatial processing of urban parameters derived for urban acoustics. Wilson, et
acoustic wavefieldsfrom high-performance computations based their work on two-dimensional modeling of

produces broadly useful measures for understanding and harmonic sound-wave scattering caused by building-like

modeling urban wave propagation. structures. The current work applies Fourier analysis to
multiple three-dimensional urban-acoustic data sets to
generate statistical measures of signal fading. Our initial

1. Introduction interest is in measures that are independent of particular
configurations of urban structures and source locations, so

Future US Army ground sensors operating in urban that they can be useful when it is impractical or
terrain will rely in part on acoustic components to detect, unnecessary to directly model urban sound propagation.
classify, and locate mortar and sniper fire and other The work calculates fading measures from ratios of
sources of interest. Optimal sensing and processing of Fourier transforms of wave-field signals with and without
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scattering-the latter from otherwise-identical models 2.1. High-Performance Computations
without urban structures-to isolate the structure-induced
scattering. Subsequent analyses will focus on signal Our FDTD method solves the following first-order
coherence. partial differential equations for a linear time-invariant

In addition, we calculate frequency response acoustic medium References 7 and 8:
functions of acoustic wave-field data, and use these
functions as the input to a system realization algorithm to ap _P CIx 2 "1" + "{- + - (1
produce reduced-order wave-field models. Reduced- at a x ay az
order models (ROMs) are low-order models derived from
a projection of a dynamic system's degrees of freedom to aVX  _l(aP+cv
a smaller set that reproduces the system's essential at =  a x
dynamics within a desired error level4 . ROMs can avy P
provide quantitatively accurate descriptions at a a- (2)
computational cost much lower than the original at p ay Y)
numerical model, and a means to readily interpret system av 1ap + )
dynamicsE41 . We apply state-space realization theory and
singular-value-decomposition (SVD) model-order tz )z
reduction(5'6 1 to wave-field data. By this approach we where p(x, y, z, t) is pressure; vx, Vy, and v, are the
begin to look ahead to large-scale high-fidelity models components of the particle velocity vector v(x, y, z, t); p,
that compute in real time or near-real time for specific c, and c-are the material density, speed of sound, and flow
urban configurations, yet have the capability to model resistivity, respectively; and Q is the dilatation-rate
sound propagation with severe multi-path scattering, source. The method discretizes the solution domain using

The results include signal-fading functions of second-order finite differences both in time and on a
distance and frequency from urban acoustic models that Cartesian variable staggered grid [9], and applies an
include structures like those in a small-city periphery, absorbing boundary conditionp' °] at the model edges. The
These show that the sound diminishes exponentially with difference equations allow inhomogeneous material
distance when non-line-of-site locations become properties p = p(x, y, z), K = K(x, y, z), and a = o(x, y, z),
dominant in the averaged data, as is the case for turbulent and source time series Q(t) at selected locations (x,, ys, z,).
scattering. In addition, the signal fading appears to be We assign nonzero flow resistivity terms only to model
independent of frequency for most of the bandwidth of porous media, i.e., to model impedance of porous ground
the analyses. These substantiate signal-fading results and construction materials and the resulting reflections of
found previously by Wilson, et al.J1'23. The results also sound waves in air at air/porous media interfaces.
include predicted acoustic wave fields from reduced-order The propagation models, described in Reference 11,
models, in comparison with full-model wave fields. We are of the ground and buildings of sub areas of a small-
conclude that the spatial processing of urban acoustic city periphery as defined in an urban template model 12

).

wave fields from high-performance computations We focus on external acoustics by using solid blocks for
produces broadly useful measures for understanding and the buildings. Two materials make up the current models:
modeling urban wave propagation. air and a porous material used to model both the ground

and buildings. The choice of porous properties produced
2. Spatial Processing Methodology a strongly reflective high-impedance surface['] at the

material interfaces. Figure 1 shows one of nine urban

We perform acoustic wave propagation analyses models with results presented herein. Each of the nine

using three-dimensional finite-difference time-domain contains a different area of the small-city periphery

(FDTD) computations. Our spatial processing uses the template, with a randomly selected center, for statistical

input and response signals for Fourier analysis. We apply analysis. An additional model, without buildings,
transforms of the sound-pressure wave-field response for produced reference propagation results for scattering

both scattering and reduced-order modeling analyses. analysis. Each of these models had x x y x z dimensions

The former applies ratios of wave-field and reference- of 285 x 285 x 66 m using 2,336 x 2,328 x 508 nodes.

model Fourier transforms, and the latter applies the The source location in each model was 1.062 m

frequency response between a source history and the above the ground surface at (x,, ys) = (142.8, 142.4),
sound pressure response. which is at the center of the model x, y plan view. The

source history was a filtered pulse designed to produce
responses for broadband Fourier analysis and to minimize
high-frequency dispersion errors in the analyses. Figure 2
illustrates (a) the unit-less source time series g between
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t = 0.1 and 0.2 s, which was scaled by Q = 35.4 (l/s) for by the corresponding values from the analysis without
input to the analysis, and (b) the broadband energy buildings. We arrive at the measure of signal fading
spectrum of the time series. The model grid spacing is using the equation
0.118 m, and the speed of sound in the air is 347 m/s. At
300 Hz, where the source energy is strongly reduced, this E(T (r,f))=E(-Yi/Yo)= .-Yi/YO (4)
translates to approximately 10 nodes per wavelength. i=1 ,

An example snapshot of the propagation is in where I I designates complex amplitude, E( ) is the
Figure 3. This figure shows the pressure wave field 0.6 m expectation value, and n is the number of analyses.
above the ground and building rooftops, which is the x, y
wave field analyzed in subsequent results. The full
simulation was 1.6 s, which corresponds to a duration that
would allow a waveform to spread outward to a radius We calculate reduced-order models as a post-
equal to twice the width of the model. We considered this processing step, using frequency and impulse response
sufficient to capture the prominent wave scattering in the relationships calculated from the Fourier-transformedsimulation. The Cray Xl1E at the Army High reainhpcluatdfo teFuir-rsomd
Pfmulaonc he g earc Cnte p rmed tihre input and wave-field output of the broadband FDTD
Performance Computing Research Center performed three models. We apply the technique by Ho and Kalman[53 for
of the simulations with 768 cores and -2.67 h wall time. realization of state-space models, and SVD-based
The XT3 at the Engineer Research and Development balanced-model truncation, as implemented in the
Center, in the 4,096 dual-core configuration of the 2007 Eigensystem Realization Algorithm (ERA) 6

1. The
upgrade, performed seven simulations with 256 cores and algorithm can identify a relatively small state-space
--6.33 h wall time each. The saved wave-field time series model that accurately, efficiently, and stably describes the
contain data with 320 Hz Nyquist frequency and 0.118 m dynamics of a multi-input multi-output system.
spatial sampling. We decimated the wave field by orders Subsequent state-space matrix calculations can predict
two and eight, respectively, for the scattering and resequent statspace mA metios ca treduced-order modeling analyses, and divided the wave- responses to inputs. The ERA method is applicable to
fedrdat i od asetions tod work dii ed optti l wan- propagation in linear time-invariant (LTI) systems, and
field data into sections to work within computational and thus appropriate for our acoustic computations. Previous
memory limitations of a 16GB four-core shared-memory computational research illustrated its capability for
workstation for Fourier analysis and singular-value- identifying state-variable models of seismic propagation
decomposition processing. phenomena[ 31 .

2.2. Signal Fading Calculation State-space equations for a discrete LTI system are:

x(k+l)=Ax(k)+Bu(k); y(k)=Cx(k) (5)

Using the sectioned wave-field data, we calculate a where x is an n -dimensional state vector; u is an m-
measure of signal fading in two steps. First we calculate dimensional input vector; and y is a p-dimensional output
mean values of the Fourier-transformed data as a function vector. A is the n x n system matrix, B the n x m input

of radius from the source, r = (X - x)2 + - , for matrix, and C the p x n output matrix. k is the discrete-
e atime index. The impulse response of this system isthe aboveground wave field of each analysis, i.e.,hk)=CkB k-k+1k

.. ... h <_o (k) =CA'-lB; k=ko +l, ko+2,.... (6)

Yi (r, f)mean [Yj(x, yf~j A 6' r<r (3) The realization or inverse problem is stated as
t =0,Ar,2Ar,..., r. follows: given a sequence of p x m impulse response

where i = 1, 2, ..., 9 denotes the analysis number; and matrices, find a state-space model [ABC] such that Eq. (6)

Yi(x, y, J) is the Fourier-transformed pressure response to holds and the state-space dimension is minimal5' 61. The

the broadband filtered pulse, at locations x, y and first step is to assemble Hankel block-data matrices of the

frequencyf, for analysis i. The calculation of the mean at impulse-response data. Enabling theoretical features of

each r. thus includes Fourier transforms from all x, y ERA include the relationships between the sequence of

positions whose radial distance from the source are within impulse-response-data terms in the Hankel matrices, the

the annular radii ra and r0 + Ar. For calculations we chose state-space system, the reachability and observability
Ar to be 0.67 m and excluded the wave-field data above matrices, and the application of singular-value
Aherftop0.7 adecomposition that allows the state-space system to be
the rooftops. eie ro h aa

In the next step we use the values from the functions derived from the data.
A Hankel matrix H1 1jj 1 is a block matrix formed by

Yi (r, f) normalized by the corresponding radial and the product of the I -observability matrix V1-1 and the J -

frequency values of the reference function Y0 (r, f), i.e., reachability matrix Uj-1, defined by
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C signal fading result derives, as well as complexity of

[A Iscattering to be captured in reduced-order models.
CA vmu.1  [B AB... AJ-'B] Figure 4 includes relative-power images of a single model

at 90, 150, and 210 Hz. Qualitative comparison of the
-  three results reveals similar areas and patterns of

(7) amplification and de-amplification over the frequency
CB CAB ... CAJ-1 B range. This result is of interest because it substantiates

CAB CA2B ... CAJB the frequency independence observed previously in signal
I fading measures in References 1 and 2. Figure 5 includes
I: the remaining relative-power images for the 150 Hz

CA'- 1B CA'B ... CAI+J- 2B ] frequency. These data illustrate fascinating urban sound
field phenomenology, and reveal the radial and between-

Equations 6 and 7 reveal that each term of the Hankel model statistical variations that are processed in Eq. (3)
block matrix in 7 is a term of the impulse response matrix and (4), respectively.
in 6, with ko = 0. ERA exploits this structure by an SVD
operation on the Hankel matrix, and, truncating the 3.1. Signal Fading Curves
smallest of the n singular values below a selected model
order N, calculates the reduced-order model [ABC]N using Signal fading as a function of range is illustrated in

A4= H [PT 2 jPLjIIJI[QN] [12; Figure 6. Figure 6c shows a result similar to fading] QN jEl [ [ (8) curves presented in Reference 2, which have an initialB= [y-11 [QT [Eml] C=Erl[N ,, T (81peene
B HS T -r1/2 downward concavity before transitioning to an

where N is the number of retained singular values; PN is exponential decay, and which are independent of

the p1 x N matrix of left singular vectors; Y, is the N x frequency. The data shown in Figures 6a and 6b, for line-
offsite (LOS) and non-line-of-site (NLOS) locations in

N singular value matrix; QN is the N x Jm matrix of right the wave fields, respectively, show that the transition in
the fading curves results from the increasing dominance

singular vectors; E 1 and EP1 are functions of the identity of the NLOS data with increasing range, and that the
matrix to isolate the input and output matrices; and combined LOS and NLOS data is largely independent of
HI-1.J-i is the Hankel matrix with k0 = 1. The frequency. It is the form of the curve in 6c that we expect

cor i cto statistically parameterize for sensor-placement decision
corresponding eigensystem can sometimes support support, by extending the current work to several urban
interpretation. In the case of wave-field data, the phase terrain types, taking advantage of the frequency
lag of the complex eigenvectors enables the inherent independence to analyze larger models, and investigating
delays of wave propagation. the analogyE 2 1 between urban scattering with turbulent

Ho and Kalman[ proved that dimension n of a non-
reduced realization, i.e., the size of A , equals the rank of scattering.
the Hankel matrix. A thus has a row or column size that
is a multiple of the length of the impulse-response 3.2. Identified State-Space Model
sequence, which can be far smaller than the number of
degrees-of-freedom (DOF) of a large-DOF numerical Figure 7 illustrates an application of a reduced-order
model being reduced. (This is a key feature of post- model processed by the ERA method. The identified
processing reduced-order modeling using high model had an impulse-response time series 512 samples
performance computing (HPC) results). Yet even with in length (0.8-s duration). The SVD-based model
DOF and model order reductions, focus on wave-field truncation was principally to delete unstable noise
data puts our processing in the category of large-scale propagation modes, leaving a wave-field model with
system approximation [14]. The SVD computational and order N = 460. Figure 7a illustrates the relative RMS
memory requirements are 0(n 3) and 0(n2) , respectively, error of the identified model's impulse response
for a rank-n full-order system [ 41 . compared to the FDTD data. The median and mean of the

relative error over the field is 7 %. Vertical strips in the
3. Results error data reflect nine distinct data sections used to create,

in effect, nine order-N ROMs that we then reassembled
into a single working model.

Figure 4 and Figure 5 show relative power between Figures 7b and c show snapshots of the FDTD and
the scattered signals and the corresponding reference ROM wave fields after a Gaussian-pulse source with a
signals in the aboveground wave field. These images 40-Hz center frequency. This pulse is different than the
illustrate the spatial variation of the data from which the

292



Figure 2 broadband source used to create the model, and produces broadly useful measures for understanding and
an additional FDTD analysis produced the Figure 7b modeling urban wave propagation and scattering.
result depicted. We calculated the state-space ROM
response using the lsim function of the MATLAB Control Acknowledgements
System Toolbox I' 51, running the model [ABC], over
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Figure 3. Snapshot at simulation time=0.467 s of pressure
from broadband source, just above ground-and-rooftop

surface of the SCP02 model. The pressure scale is truncated
at 5% of maximum amplitude to highlight the dominant and

reflected wave arrivals.
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Figure 1. Isometric view of propagation model SCP02 derived
from small-city-periphery urban template. The black surface

spans the ground-level extents of the model. The grey (b) 2"

blocks are two and three story buildings that are contained
wholly or partially within the extents. 25

1000- Z
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2 0.1 0.12 0.14 0.16 0.18 0.2 0

t (s) 250_____

€f (HZ)
0

Figure 2. (a) Time series g and (b) energy spectrum S of l0
50 000 10 2 200 20

filtered-pulse dilatation-rate source. The time series shows (-Q
ringing that results from applying a steep low-pass filter to Figure 4. Comparison of relative power in just-aboveground
the pulse. The energy spectrum reflects the filter in its roll wave field at propagation frequencies (a) 90 Hz, (b) 150 Hz,

off starting below 300 Hz. and (c) 210 Hz, respectively, in model SCP04. The relative
power in dB was calculated using

20log,0 (IV, (x,y,f)IY(x,y,f)J). The images are green in
areas of constructive multi-path interference, and red in

areas of destructive multi-path interference. The white stars
indicate x-y location of source. The white areas are rooftops.
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Figure 5. Comparison of relative power at 150 Hz propagation 0.015
frequency from eight additional models, (a) SCP01, (b)
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- SCP02. (a) Relative RMS error between FDTD and ROM
0.5 wave-field impulse responses. (b) Snapshot at t=0.317 s of
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Figure 6. Measures of signal fading using Equation 4 for the
nine analyses, relative to the no-building analysis. (a) Line-

of-site data. (b) Non-line-of-site data. (c) Combined LOS and
NLOS data. The gray lines are calculated expected values

from the discrete frequencies 50, 60 0, .... 240 Hz. The

darker solid lines are exponential fits to the data in each
case, and the dashed lines are at + one standard deviation.
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